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Graph neural network in traffic speed prediction: a study on efficiency of training 
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Real-time traffic speed prediction and dynamic traffic control are needed to reduce traffic congestion. In recent years, many 
examples using one of the deep learning methods “Graph Neural Network (GNN)” have been reported. However, the problem 
is the long training time and large memory usage when the data size is large. Therefore, the important issue is to train models 
efficiently while aiming for high accuracy. In this paper, we attempt to reduce the training time using the open data, METR-
LA dataset and road traffic data in England, in traffic speed prediction. A sensitivity analysis of the training times and accuracies 
was conducted when the initial values of the adjacency matrix are manipulatively changed, and it was found that the optimal 
initial values differ depending on the data. For data in England, the method proposed in this paper reduced training time without 
sacrificing accuracy compared to previous methods. 
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Convergence time MAPE/R2 Convergence time MAPE/R2

(1)Norm 80 min 9.41/0.62 383 min 6.98/0.47
(2)Uni 69 min 9.10/0.62 410 min 6.97/0.47
(3)Corr 89 min 9.00/0.61 368 min 6.82/0.47
(4)Euclid 65 min 9.02/0.62 401 min 7.02/0.45
(5)DTW 137 min 9.70/0.58 327 min 6.89/0.47

Environment vCPU: 4/ Memory: 16 GiB / 
NVIDIA T4 Tensor Core GPU

vCPU: 16/ Memory: 64 GiB / 
NVIDIA T4 Tensor Core GPU
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