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Abstract: To reduce heavy rain disasters, to use existing dams effectively becomes a topic. One of the effective uses of 
existing dams is to optimize quantitative PDCA cycles for dam management. Therefore we try to improve the prediction 
accuracy of dam inflows using radar rainfalls. Radar rainfalls have real-time rainfalls and predicted rainfalls. It is difficult to 
use predicted rainfalls for us because predicted rainfall accuracy is improved every year. Therefore we study the possibility 
of dam inflow accuracy improvement using Radar AMeDAS analysis rainfall which is a representative of real-time radar 
rainfalls. The way which predicts dam inflows is that we extract the relationship between radar rainfalls and dam inflows by 
LSTM and predict several hours ahead dam inflows from radar rainfalls. In this article, we study the effect which input 
conditions to LSTM, ranges, data representation and data summation of radar rainfalls give dam inflow prediction accuracy. 
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DNN Deep Neural Network RNN
LSTM Long Short-Term Memory
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